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2 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATIONThe global behaviour of the zeros of the discrete and continuous classical orthogonal poly-nomials in both �nite and asymptotic cases has received a great deal of attention from theearly times [22, 27, 45] of approximation theory up to now [8, 9, 20, 23, 24, 31, 32, 33, 34, 36,37, 41, 42, 46, 47, 48, 50]. Indeed, numerous interesting results have been found from the dif-ferent characterizations (explicit expression, weight function, recurrence relation, second orderdi�erence or di�erential equation) of the polynomial. See [16] for a survey of the publishedresults up to 1977; more recent discoveries are collected in [49] and [31] for continuos and dis-crete polynomials, respectively. Still now, however, there are open problems which are veryrelevant by their own and because of its numerous applications to a great variety of classicalsystems [29, 35] as well as quantum-mechanical systems whose wavefunctions are governed byorthogonal polynomials in a \discrete" [2, 3, 40, 43, 44] or a \continuous" variable [5, 18, 19, 39].In this paper the attention will be addressed to the problem of determination of the momentsof the distribution density of zeros for a classical orthogonal polynomial of a given order n inboth discrete and continuous cases as well as its asymptotic values (i.e, when n ! 1), whichfully characterize the limiting distribution of zeros of those polynomials, in an explicit and exactmanner. At times, the analytical form of the distribution associated to the calculated momentsis recognized. This problem is solved for a general system of polynomials, de�ned by the recur-rence relation given by (2.1) and (2.2) below, which includes all classical orthogonal families inthe discrete (Hahn, Meixner, Kravchuk, Charlier) and continuous (Hermite, Laguerre, Jacobi,Bessel) cases.We have used a method [12, 16, 17] which is based only on the three-term recurrence relationsatis�ed by the involved polynomials. This method, which will be described in Section 2, is ofgeneral vality since no peculiar constraints are imposed upon the coe�cients of the recurrencerelation. It was found in a context of tridiagonal matrices [6, 13, 14, 15] and it has been alreadyused for the study of the distribution of zeros of q-polynomials [1, 11, 16]. Some of the resultsfound here have been previously obtained by other means and are dispersely published, what willbe mentioned in the appropiate place; they are included here for completeness, for illustratingthe goodness of our procedure or because they are not accessible for the general reader [16].Then, in Section 3, expresions for the moments of the discrete distribution of zeros of anydiscrete and continuous classical polynomials of arbitrary, but �xed, degree n are given in aclosed and compact form; the explicit values for the �rst few moments of lowest order are alsoshown. Finally, in Section 4, the limiting distribution of zeros of all classical polynomials isdescribed by means of its moments and, at times, its analytical form is shown.2 Density of zeros of a general polynomial system from itsrecurrence relation. Basic toolsWe will consider here a general system of polynomials fPng1n=0 de�ned by the followingthree-term recurrence relationPn(x) = (x� an)Pn�1(x)� b2n�1Pn�2(x)P�1(x) = 0; P0(x) = 1; n � 1 (2.1)where the coe�cients an and b2n�1 are rational functions in n de�ned by
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an = �Xi=0 cin��i�Xi=0 din��i � Q�(n)Q�(n) ; b2n = �Xi=0 ein��iXi=0 fin�i � Q�(n)Q(n) : (2.2)The parameters de�ning an and b2n are supposed to be real. In the case when the ei and fiare such that b2n > 0 for n � 1, then, Favard's theorem [10] assures the orthogonality of thepolynomials fPng1n=0 and we will say that the relation (2.1) de�nes a sequence of orthogonalpolynomials.Here we will collect the tools which allow us to �nd the moments of the distribution of zeros(Theorem 1), and its asymptotic values (Theorem 2), of the polynomials which obey a three-termrecurrence relation of the form (2.1). These results, previously found in a context of tridiagonalmatrices [12, 16, 17], constitute an alternative method to compute the properties of the spectralmoments of the orthogonal polynomials directly from the three-term recurrence coe�cients(an; bn). They are used to obtain the distribution of zeros of the discrete and continuous classicalorthogonal polynomials for both �nite and asymptotic cases in Section 3 and 4, respectively.Theorem 1 The spectral moments(Dehesa [12, 16])Let fPk; k = 0; 1; :::; n; :::g, be a system of polynomials de�ned by the recurrence relation (2.1),which is characterized by the sequences of numbers fang and fbng. Let the quantities�0 = 1; �0(n)m = 1n Z ba xm�n(x) dx; m = 1; 2; :::; n (2.3)be the normalized-to-unity spectral moments of the polynomial Pn, i.e., the moments around theorigin of the discrete density of zeros �n de�ned by�n(x) = 1n nXi=1 �(x � xn;i); (2.4)fxn;i; i = 1; 2; :::; ng being the zeros of that polynomial. It is ful�lled that�0(n)m = 1nX(m)F (r01; r1; :::; rj ; r0j+1) n�sXi=1 ar01i b2r1i ar02i+1b2r2i+1 : : : b2rji+j�1ar0j+1i+j ; m = 1; 2; :::; n: (2.5)Or, in a compact form,�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 24j+1Yk=1 ar0ki+k�13524 jYk=1(b2i+k�1)r0k35 ; m = 1; 2; :::; n ; (2.6)where s denotes the number of non-vanishing ri which are involved in each partition of m. The�rst summation runs over all partitions (r01; r1; :::; r0j+1) of the number m such that1. R0 + 2R = m, where R and R0 denote the sums R = [m2 ]Xi=1 ri and R0 = [m2 ]�1Xi=1 r0i, or[m2 ]�1Xi=1 r0i + 2 [m2 ]Xi=1 ri = m: (2.7)



4 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION2. If ri = 0; 1 < i < [m2 ], then rk = r0k = 0 for each k > i and3. [m2 ] = m2 or [m2 ] = m�12 for m even or odd, respectively.The factorial coe�cient F is de�ned byF (r01; r1; r02; :::; r0p�1; rp�1; r0p) == m(r01 + r1 � 1)!r01!r1! 24p�1Yi=2 (ri�1 + r0i + ri � 1)!(ri�1 � 1)! ri! r0i! 35 (rp�1 + r0p � 1)!(rp�1 � 1)! r0p! ; (2.8)with the convention r0 = rp = 1. For the evaluation of these coe�cients, we must take intoaccount the following conventionF (r01; r1; r02; r2:::; r0p�1; 0; 0) = F (r01; r1; r02; r2:::; r0p�1):This theorem was initially found in a context of Jacobi matrices [12, 16]. A straightforwardcalculation gives�01 = 1n " nXi=1 ai# ; �02 = 1n " nXi=1 a2i + 2 n�1Xi=1 b2i # ;�03 = 1n " nXi=1 a3i + 3 n�1Xi=1 b2i (ai + ai+1)# ;�04 = 1n " nXi=1 a4i + 4 n�1Xi=1 b2i (a2i + aiai+1 + a2i+1 + 12b2i ) + 4 n�2Xi=1 b2i b2i+1# ; (2.9)
for the the �rst four spectral moments.Recently, it has been shown [25, 26, 34] that the moments given by Eq. (2.6) may be repre-sented as the so-called Lucas polynomials of the �rst kind in several variables, each dependingon the recurrence coe�cients (an; bn) in a certain manner.Theorem 2 The asymptotic values for the moments (Dehesa [16, 17])Let fPk; k = 0; 1; :::; n; :::g be a system of polynomials de�ned by the recurrence relation (2.1),which is characterized by the sequences of numbers fang and fbng. Let �, �� and ��� the asymp-totic zero distribution functions of the polynomial Pn de�ned as follows�(x) = limn!1�n(x); ��(x) = limn!1�n � xn 12 (��)� ;���(x) = limn!1�n � xn(���)� : (2.10)Here, �n is given by Eq. (2.4), and the moments of the functions �, ��, and ��� are�0m = limn!1�0(n)m ; �00m = limn!1 �0(n)mnm2 (��) ; �000m = limn!1 �0(n)mnm(���) : (2.11)Then, according to the di�erent behaviour of the asymptotic zero distribution, the polynomialsystem fPkg1k=0 may be subdivided in the seven following classes



ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION 51. Class � < � and � < . The polynomials belonging to this class has a spectrum of zeroscharacterized by the quantities�00 = 1; �0m = 0; m = 1; 2; :::2. Class � < � and � = . The polynomials in this class are such that8>>><>>>: �02m = �e0f0�m  2mm ! ;�02m+1 = 0; m = 0; 1; 2; :::3. Class � � � and � > . The polynomials in this class are such that8>>><>>>: �002m = 1m(�� ) + 1 �e0f0�m  2mm ! ;�002m+1 = 0; m = 0; 1; 2; :::4. Class � = � and � < . The polynomials in this class are such that�0m = � c0d0�m ; m = 0; 1; 2; :::5. Class � = � and � = . The polynomials in this class are such that�0m = [m2 ]Xi=0 � c0d0�m�2i �e0f0�i 2ii ! m2i ! ; m = 0; 1; 2; :::6. Class � > � and � � . The polynomials in this class are such that�000m = 1m(� � �) + 1 � c0d0�m ; m = 0; 1; 2; :::7. Class � > � and � > . Here three cases may be distinguised:(a) Case � � � > 12(�� ). The polynomials in this subclass are such that (see case 6)�000m = 1m(� � �) + 1 � c0d0�m ; m = 0; 1; 2; :::(b) Case � � � = 12(�� ). The polynomials in this subclass are such that�000m = 1m(� � �) + 1 [m2 ]Xi=0� c0d0�m�2i �e0f0�i 2ii ! m2i ! ; m = 0; 1; 2; :::(c) Case � � � < 12(�� ). The polynomials in this subclass are such that (see case 3)8>>><>>>: �002m = 1m(�� ) + 1 �e0f0�m  2mm ! ;�002m+1 = 0; m = 0; 1; 2; :::



6 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION3 The spectral moments of the classical polynomials.3.1 Classical discrete polynomials.Let us compute the moments around the origin of the distribution of zeros of a polynomial ofa given degree, which belong to one of the four classical families (Charlier, Meixner, Kravchukand Hahn) of orthogonal polynomials in a discrete variable. They are given in terms of theparameters which characterize the three-term recurrence relation of the corresponding family.Alternative expressions for these quantities may be obtained from the explicit expressions of thepolynomial [49].3.1.1 Charlier Polynomials.The Charlier polynomials c�n(x) satisfy a three-term recurrence relation (2.1) with the coe�-cients [40] an = n+ �� 1; b2n = n�: (3.1)Then, Theorem 1 leads to the expression�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 [i+ k � 2 + �]r0k jYk=1 [(i+ k � 1)�]rk ;for the spectral moments of the polynomial c�n(x). The �rst four moments are�0(n)1 = n+ 2�� 12 ; �0(n)2 = (n� 1) (2n� 1)6 + 2 (n� 1)�+ �2;�0(n)3 = (n� 1)2n4 + 3(n� 1)2�+ 9 (n� 1)�22 + �3;�0(n)4 = n2 (10 + 3n (2n� 5))� 130 + 4(n� 1)3�+ 2 (n� 1) (6n� 7)�2 + 8 (n� 1)�3 + �4:3.1.2 Meixner Polynomials.The Meixner polynomialsm;�n (x) are de�ned by the three-term recurrence relation (2.1) withcoe�cients [40] an = (n� 1)(1 + �) + �1� � ; b2n = n�(n� 1 + )(1� �)2 : (3.2)Application of Theorem 1 gives the value�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 �(i+ k � 2)(1 + �) + �1� � �r0k �� jYk=1 �(i+ k � 1)�(i + k � 2 + )(1� �)2 �rk ;for the m-th order spectral moment of the Meixner polynomial of n-th degree. A simple calcu-lation gives �0(n)1 = 1 + �� 2�� n (1 + �)2 (�� 1) ;
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�0(n)2 = �1� 3n+ 2n2 + �2 �1 + 6 ( � 1)  � 3n+ 6  n+ 2n2�+ 2� (n� 1) (6  + 4n� 5)�6 (�� 1)2 ;�0(n)3 = 14 (1� �)3 h �2 2 �2 + 2  � (1 + �) (n� 1) + (1 + �)2 (n� 1) n� (n� 1 + � (2  + n� 1))++2� (n� 1) �6 2 �+ 3 (1 + �) (n� 2) (n� 1) +  (4n� 5 + � (8n� 13))� i;for the three spectral moments of lowest order.3.1.3 Kravchuk Polynomials.The Kravchuk polynomials kn(x; p;N) satisfy a three-term recurrence relation of the type(2.1) with coe�cients [40]an = Np+ (1� 2p)(n� 1); b2n = np(1� p)(N � n+ 1): (3.3)In this case, Theorem 1 leads to�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 [Np+ (1� 2p)(i + k � 2)]r0k �� jYk=1 [(i+ k � 1)p(1 � p)(N � i� k + 2)]rk ; (3.4)for the m-th order spectral moment of the n-th degree Kravchuk polynomial. From this generalexpression, it is straightforward to �nd the values�0(n)1 = �12 + n�12 � p�+ p+Np;�0(n)2 = (n� 1) (2n� 1)6 + 2 (n� 1) (N � n+ 1) p+ (N � n+ 1) (N � 2n+ 2) p2;�0(n)3 = 14 �(n� 1)2n+ 12(n� 1)2 (N � n+ 1) p� 6 (n� 1) (N � n+ 1) (5n� 3 (N + 2)) p2�� 4 (N � n+ 1) �6 + n (5n� 11) + 5N � 5nN +N2� p3� ;�0(n)4 = 130 �n2 (10 + 3n (�5 + 2n))� 1�+ 4(n� 1)3 (N � n+ 1) p++2 (n� 1) (N � n+ 1) (n (6N � 9n+ 22) + 7 (2 +N)) p2��4 (n� 1) (N � n+ 1) �7n2 + 2 (2 +N) (3 +N)� 2n (9 + 4N)� p3++(N � n+ 1) �14n3 � (2 +N) (3 +N) (4 +N) + n (3 +N) (20 + 9N)� n2 (50 + 21N)� p4 ;for the four moments of lowest order of the distribution of zeros of the polynomials kn(x; p;N).3.1.4 Hahn Polynomials.The Hahn polynomials h�;�n (x;N) satisfy a three-term recurrence relation of the form (2.1)with coe�cients [40]an = (� + 1)(N � 1)(� + �) + (n� 1)(2N + �� � � 2)(� + � + n)(�+ � + 2n)(�+ � + 2n� 2) ;b2n = n(N � n)(�+ � + n)(�+ n)(� + n)(�+ � +N + n)(� + � + 2n� 1)(� + � + 2n)2(�+ � + 2n+ 1) : (3.5)



8 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATIONThey constitute a �nite family of orthogonal polynomials, de�ned for the degrees n < N (N isthe number of points in the discrete set). Applying Theorem 1, one obtains�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 �� j+1Yk=1 � (� + 1)(N � 1)(�+ �) + (i+ k � 2)(2N + �� � � 3)(�+ � + i + k � 1)(�+ � + 2i + 2k � 4)(�+ � + 2i + 2k � 2) �r0k �� jYk=1 � (i + k � 1)(N � i� k + 1)(�+ � + i + k � 1)(�+ i+ k � 1)(� + i + k � 1)(�+ � +N + i+ k � 1)(�+ � + 2i + 2k + 1)(�+ � + 2i + 2k � 2)2(�+ � + 2i + 2k � 3) �rk ;for the m-th order spectral moment of the Hahn polynomial of degree n. This general expressionfor m = 1; 2 reduces to�0(n)1 = ��+ n (�2 + 2N + �� �) + (�1 + 2N) �2 (2n+ �+ �) ;�0(n)2 = 16 (�1 + 2n+ �+ �) (2n+ �+ �)2�� 2n5 + n4(4� 6�� 6�)� 2n3(�4 + �� 3N(3N + 3� 4�) � 11� + 3(N + 3�)�)++(�+ �)(�2 + (1 + 6(N � 1)N)(� � 1)� + �(2� � 12N � 1�))++2n2(�2 + �(9 + (�� 4)�) + 3� � �(�10 + 3�)� � (3�� 8)�2++�3 + 6N2(�+ 3� � 1) + 6N(1� 3�+ �2 + 2(� � 2)� � �2))++n(�3�3 � 4� + 3�2(3 + 4N(� � 1) + �) + 3�(6(1 �N)N + �++2N(4N � 5)� + (1� 2N)�2)� �(4 + 6(N � 1)N + 6(2 + 3(N � 3)N)�++3(3 + 2N)�2))�A very important special subclass of the Hahn polynomials is when � = � = 0; it is theChebyshev system of discrete polynomials tn(x;N). In this case the recurrence coe�cients (2.2)become an = N�12 and b2n = n2(N2�n2)4(4n2�1) , and the spectral moments have the simpler expression�0(n)m = 1nX(m)F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 �(N � 1)2 �r0k jYk=1 "(i+ k � 1)2[N2 � (i+ k � 1)2]4[4(2i + 2k � 1)2 � 1] #rk ;and �0(n)1 = N � 12 ; �0(n)2 = 2n2 � n3 + n(3N � 2)2 � 6 (N � 1)N � 224n� 12 ;�0(n)3 = (N � 1) �(2� n)n2 + (2� 4n)N + (5n� 4)N2�16n� 8 ;�0(n)4 = 1240(2n� 1)2 (2n� 3)�24� 112n + 280n2 � 414n3 + 206n4 + 52n5 � 60n6++9n7 � 360n2N + 1140n3N � 960n4N + 240n5N � 360N2 + 1470nN2��1590n2N2 � 90n3N2 + 630n4N2 � 150n5N2 + 720N3 � 2820nN3 + 3360n2N3��1200n3N3 � 360N4 + 1350nN4 � 1530n2N4 + 525n3N4� ;



ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION 9for m = 1; 2; 3; 4.For convenience let us also consider the rescaled polynomialsTn(x;N) � �N � 12 ��n tn �N � 12 (x+ 1); N� ; (3.6)which form an orthogonal system with respect to the discrete set of the points�xk = �1 + 2 k � 1N � 1; k = 0; 1; 2; :::� � [�1; 1] :They satisfy a recurrence relation of the form (2.1) with coe�cientsan = 0; b2n = n2(N2 � n2)(N � 1)2(4n2 � 1) : (3.7)Then, the moments of its distribution of zeros are given by�0(n)m = 8>>>><>>>>: 2n kXp=10@X(m) F (0; r1; 0; r2; :::; 0; rp)1A n�pXi=1 pYk=1 "(i+ k � 1)2[N2 � (i+ k � 1)2](N � 1)2[4(i+ k � 1)2 � 1] #rk ; m = 2k0 ; m = 2k � 1 ;so that the �rts few non-vanishing moments are given by�0(n)2 = (n� 1) �3N2 � n2 + n� 1�3 (2n� 1) (N � 1)2 ;�0(n)4 = 115 (2n� 3) (2n� 1)2 (N � 1)4 h45n3N4 + 98n� 200n2 + 276n3 � 274n4 + 172n5 � 60n6 + 9n7++90N2 � 360nN2 + 510n2N2 � 360n3N2 + 150n4N2 � 30n5N2 � 45N4 + 150nN4 � 150n2N4 � 21i:3.2 Classical continuous polynomials.Let us now consider the classical orthogonal polynomials in the a continuous variable: Hermite,Laguerre, Jacobi and Bessel. Here we compute the spectral moments of a polynomial of a givendegree belonging to one of these classical continuous families. Let us mention that the �rstfew moments of lowest order were previously obtained by use of a general highly-non-linearrecurrence relationship generated from the second-order di�erential equation satis�ed by thepolynomials under consideration [8, 9, 23]. As well, they can be also found by means of theexplicit expression of the polynomials [34, 49].3.2.1 Hermite Polynomials.The Hermite polynomials Hn(x) are de�ned by the three-term recurrence relation (2.1) withcoe�cients [39] an = 0; b2n = n2 : (3.8)



10 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATIONTheorem 1 allows us to �nd�0(n)m = 8>>>><>>>>: 2n kXp=10@X(m) F (0; r1; 0; r2; :::; 0; rp)1A n�pXi=1 pYk=1 � i+ k � 12 �rk ; m = 2k0 ; m = 2k � 1 ;for the m-th order spectral moment of the Hermite polynomial of degree n. Then, it is straight-forward to obtain the values�0(n)1 = 0; �0(n)2 = n� 12 ; �0(n)3 = 0; �0(n)4 = (n� 1) (2n� 3)4 ;�5 = 0; �6 = 5n3 � 20n2 + 32n� 158 :for the six moments of lowest order.3.2.2 Laguerre Polynomials.The Laguerre polynomials L�n(x) satisfy a three-term recurrence relation of the form (2.1)with coe�cients [39] an+1 = 2n+ �� 1; b2n = n(n+ �): (3.9)Theorem 1 gives�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 [2(i+ k � 2) + �+ 1]r0k �� jYk=1 [(i+ k � 1)(i+ k � 1 + �)]rk ;for the m-th order spectral moment of the Laguerre polynomial of degree n. This generalexpression supplies the values�0(n)1 = n+ �; �0(n)2 = (n+ �) (2n+ �� 1) ;�0(n)3 = (n+ �) �5n2 + n (5�� 6) + �2 � 3�+ 2� ;�0(n)4 = (n+ �) �14n3 + n2 (21� � 29) + n (�� 2) (9�� 11) + (�� 3) (�� 2) (�� 1)� :for the four moments of lowest order.3.2.3 Jacobi Polynomials.The Jacobi polynomials P�;�n (x) satisfy a three-term recurrence relation of the form (2.1) withcoe�cients [39] an+1 = �2 � �2(2n+ �+ �)(2n� 2 + �+ �) ;b2n = 4n(n+ �)(n+ �)(n+ �+ �)(2n+ �+ � � 1)(2n + �+ �)2(2n+ �+ � + 1) : (3.10)



ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION 11Theorem 1 allows us to �nd�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1" �2 � �2[2(i+ k � 2) + �+ �][2(i + k � 1) + �+ �]#r0k �� jYk=1 � 4(i+ k � 1)(i + k � 1 + �)(i + k � 1 + �)(i + k � 1 + �+ �)[2(i + k � 1) + �+ �]2[2(i + k � 1) + �+ � � 1][2(i + k � 1) + �+ � + 1]�rk ;for the m-th order spectral moment of the Jacobi polynomial of degree n. Then the followingvalues for the three moments of lowest order inmediately follow�0(n)1 = � � �2n+ �+ � ;�0(n)2 = 4n3 + 4n2 (�+ � � 1) + 2n ((�� 2)�+ (� � 2)�) + (�+ �) ��2 + (� � 1)� � � (1 + 2�)�(2n� 1 + �+ �) (2n+ �+ �)2 ;�3 = � 1(�2 + 2n+ �+ �) (2n+ �+ � � 1) (2n+ �+ �)3��� (�� �) �16n4 + 4n2 (�+ � � 2) (4�+ 4� � 1) + 4n3 (7�+ 7� � 6)++ (�+ �)2 �2 + (�� 3)�� 3� � 2�� + �2�+ 2n (�+ �) �4 + � (2�� 9)� 9� + 2�� + 2�2�� �:In the special case of Legendre polynomials (i.e., when � = � = 0) we have�0(n)m = 8>>>><>>>>: 2n kXp=10@X(m) F (0; r1; 0; r2; :::; rp)1A n�pXi=1 pYk=1 " (i+ k � 1)24(i+ k � 1)2 � 1#rk ; m = 2k0 ; m = 2k � 1 ;for the m-th order spectral moment of the n-th degree polynomial, and�0(n)1 = 0; �0(n)2 = n� 12n� 1 ; �0(n)3 = 0; �0(n)4 = (n� 1) �3n2 � 7n+ 3�(2n� 1)2 (2n� 3) ;�5 = 0; �6 = 15 + 37n� 74n2 � 162n3 + 170n4 + 160n5 � 180n6 + 40n7(�5 + 2n) (�3 + 2n) (�1 + 2n)2 (1 + 2n)3 :for the six moments of lowest order.3.2.4 Bessel polynomials.The Bessel polynomials B�n (x) satisfy a three-term recurrence relation of the form (2.1) withcoe�cients [28]an = � 2�(2n+ �)(2n + �� 2) ; b2n = � 4n(n+ �)(2n+ �+ 1)(2n+ �)2(2n+ �� 1) : (3.11)Then, Theorem 1 allows us to �nd the values�0(n)m = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 � �2�[2(i + k � 2) + �][2(i + k � 2) + �]�r0k �� jYk=1 � �4(i+ k � 1)(i+ k � 1 + �)[2(i+ k � 1) + �]2[2(i+ k � 1) + �� 1][2(i + k � 1) + �+ 1]�rk ;



12 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATIONfor the m-th order spectral moment of the Bessel polynomial of degree n. Then the followingvalues for the three moments of lowest order inmediately follow�0(n)1 = � 22n+ �; �0(n)2 = 4(n+ �)(2n+ �� 1)(2n + �)2 ;�0(n)3 = �8�(n+ �)(2n+ �� 1)(2n + �� 2)(2n + �)3 :4 The asymptotic values of the spectral moments of the classicalpolynomials.Here we will compute the asymptotic values of the moments of the distribution of the zeros ofthe classical polynomials by means of the general Theorem 2. For speci�c cases there exist otherprocedures which provide these asymptotic moments such as, e.g. the Nevai-Dehesa theorem[36] or any of its generalizations [47]. Recently, general potential theoretic considerations [42, 47]are being succesfully used [20, 31, 32, 33, 41] to determine the asymptotic distribution of thediscrete and continuous classical orthogonal polynomials. Contrary to these approaches, themethod used in our work does not use the orthogonality condition of the involved polynomials.This is an observation especially relevant when comparing our Kravchuk and Hahn results withthe corresponding values based on potential theoretic techniques.4.1 Classical discrete polynomials.4.1.1 Charlier Polynomials.The Charlier polynomials satisfy a three-term recurrence relation of type (2.1) with coe�cientsgiven by (3.1). Notice that these coe�cients are of the form (2.2) with the parameters � = 1,� = 0, � = 1 and  = 0, as well as (c0; e0) = (1; 1). Then, Theorem 2 shows that, since� > 12 (��), the Charlier polynomials belong to the class 7a, so that its asymptotical distributionof zeros ���(x) = limn!1 � �xn� has the moments�000m = 1m+ 1 ; m = 0; 1; 2; ::: (4.1)This indicates that the contracted density of zeros of Charlier polynomials with large degree isuniform [30, Vol 2, p. 276], ��xn� = 1; 0 � xn � 1; (4.2)which is in agreement with the Nevai{Dehesa result [36] and the recent work of Kuijlaars{VanAssche [32].4.1.2 Meixner Polynomials.The coe�cients (an; bn) of the three-term recurrence relation of the Meixner polynomialsm;�n (x) are shown in (3.2). They have the form (2.2) with parameters � = 1, � = 0, � = 2and  = 0. Then, these polynomials belong to the class 7b as described in Theorem 2. So, itsasymptotical distribution of zeros ���(x) = limn!1 � �xn� has the moments�000m = 1m+ 1 [m2 ]Xi=0 (1 + �)m�2i�i(1� �)m  2ii ! m2i ! ; m = 0; 1; 2; ::: (4.3)



ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION 13where we have taken into account that (c0; d0) = (1+�; 1��) and (e0; f0) = (�; (1��)2). Thisresult has been previously obtained by other means [36] and coincide with the recent Kuijlaars& Van Assche's work [32].4.1.3 Kravchuk Polynomials.Here we will determine the asymptotic distribution of zeros of the Kravchuk polynomialsfkn(x; p;N); n � 1g in the following two cases (i) for n ! 1 and N �xed, and (ii) for(n;N)!1, but so that n=N = t 2 (0; 1). This will be done by calculating all the moments ofthe associated asymptotic density of zeros in an explicit and closed form which depends on p inthe �rst case and on (p; t) in the second one.The �rst case when n ! 1 and N is �xed, is particularly important because then thepolynomials are not orthogonal since the order n may be greater than N . Indeed, it is wellknown that the discrete orthogonality is preserved only for �nite sequences, with n < N [10, 40].The recursion coe�cients (an; bn) of the polynomials kn(x; p;N), have in this case the form (2.2)with parameters � = 1, � = 0, � = 2 and  = 0, and (c0; e0) = (1 � 2p; p(p � 1)), Theorem2 shows that the Kravchuk polynomials kn(x; p;N), N �xed, belong to the class 7b. So, itsasymptotical distribution of zeros ���(x) = limn!1 � �xn� has the moments�000m = 1m+ 1 [m2 ]Xi=0(1� 2p)m�2i[p(p� 1)]i  2ii ! m2i ! ; m = 0; 1; 2; ::: (4.4)This result have not been found by those approaches where the orthogonality condition playsa crucial role [20, 21, 31, 32, 33].In the second case, i.e., when the degree n of the polynomial and the number N of points ofgrowth of its orthogonality measure approach to in�nity so that n=N = t 2 (0; 1), it is interestingto better consider the rescaled monic polynomials N�nkn(Nx; p;N) which have the recurrencecoe�cientsa�n = anN = p+ (1� 2p)(n� 1)N ; b� 2n = b2nN2 = p(1� p)� nN ��1� nN + 1N � : (4.5)Then, according to theorem 1, the discrete density of zeros of the rescaled Kravchuk polynomialshas the moments��0(n) = 1nX(m) F (r01; r1; :::; rj ; r0j+1) n�sXi=1 j+1Yk=1 �p+ (1� 2p)(i + k � 2)N �r0k �� jYk=1 �p(1� p)(i+ k � 1)(N � i� k + 2)N2 �rk ; (4.6)
Then, the �rst few moments �n = limn!1; n=N!t��0(n), of the asymptotic density of zeros of the



14 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATIONrescaled Kravchuk polynomials are�1 = p+ t2 � p t ;�2 = �2 p (�1 + t) t+ t23 + p2 �1� 3 t+ 2 t2� ;�3 = �3 p (�1 + t) t2 + t34 + 3 p2 t �3� 8 t+ 5 t2�2 + p3 �1� 6 t+ 10 t2 � 5 t3� ;�4 = �4 p (�1 + t) t3 + t45 + 6 p2 t2 �2� 5 t+ 3 t2�� 4 p3 t ��2 + 10 t� 15 t2 + 7 t3�++p4 �1� 10 t + 30 t2 � 35 t3 + 14 t4� ;which coincide with the corresponding values of �m = limn!1; n=N!t �0(n)mNm , where �0(n)m are given in(3.4). Moreover, they are consistent with the corresponding distribution of zeros recently found[21] on a potential theoretic basis.In the special case, p = t = 12 , from (4.6) by some straightforward calculations we obtainthat �m = 1m+ 1, which corresponds to an uniform density of distribution of zeros; and this isin agreement with the recent results of Dragnev & Sa� [20] and Kuijlaars & Rakhmanov [31]which use some technics extracted from potential theory.4.1.4 Hahn Polynomials.As in the previous case, we should consider two di�erent cases (i) for n ! 1 and N �xed,and (ii) for (n;N)!1, but so that n=N = t 2 (0; 1).In the �rst case, i.e., n ! 1 and N �xed, since the Hahn polynomials h�;�n (x;N) form a�nite system of orthogonal polynomials de�ned for the degrees n < N (N is the number ofpoints in the discrete set [40]), we will study the asymptotic distribution of zeros of the Hahnpolynomials which are not orthogonal like the the �rst N members of the sequence. In this case,using the fact that these polynomials obey a three-term recurrence relation with coe�cients(an; bn) behaving as (see (3.5))an = (2N + �� � � 2)n2 +O(n)4n2 +O(n) ; b2n = �n6 +O(n5)16n4 +O(n3) ;it is easy to check that the Hahn polynomials h�;�n (x;N), N �xed, belong to the class 7c of Theo-rem 2. So, the moments of its corresponding asymptotical density of zeros ��(x) = limn!1 � �xn�are given by 8>>><>>>: �002m = 12m+ 1 ��116 �m  2mm ! ;�002m+1 = 0; m = 0; 1; 2; ::: (4.7)since (e0; f0) = (�1; 16). Notice that these moments (i) do not depend on the parameters � and� which characterize the polynomial h�;�n (x;N), and (ii) do not correspond to the asymptoticdistribution of zeros of the orthogonal Hahn polynomials h�;�n (x;N) (n < N) which we discuss



ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATION 15in the following.Now, let us consider the second case. Since the asymptotic density of the contracted zerosof any family of this class (Hahn class) does not depend on � and �, we shall consider here forsimplicity the study of the asymptotic distribution of the afore mentioned Chebyshev family.Precisely, we will calculate the moments of the asymptotic density of zeros of the rescaledChebyshev polynomials Tn(x;N) de�ned by (3.6) along the rays n=N = t 2 (0; 1) ((n;N)!1).In this case, the recurrence coe�cients behave according to (3.7) asan = 0; b2n = � nN�1�2 h1� � nN �2i4 � nN �2 � 1N2 ;so that the �rst few asymptotic moments are�1 = 0; �2 = 12 � t26 ; �3 = 0; �4 = 38 � t24 + 3 t440 ; �5 = 0;�6 = 516 � 5 t216 + 3 t416 � 5 t6112 :A simple calculation shows that the above moments correspond to the ones given by theasymptotic density of zero distribution � for the Chebyshev polynomials Tn(x;N)�(x) = 8>>>><>>>>: 1�t arctan� tpr2 � x2� x 2 [�r; r];12t jxj 2 [r; 1]; r = p1� t2;obtained by Rakhmanov in [41, Eq. (1.3) page 114] (see also [31]) by potential theoretic consid-erations.4.2 Classical continuous polynomials.Finally, for completeness, we include here the asymptotic values of the spectral moments of theclassical continuous orthogonal polynomials as briey calculated with our method. These valuesand the associated asymptotic distribution of zeros were previously obtained in the literature[16, 24, 38, 36, 46, 47, 48] by other means.4.2.1 Hermite Polynomials.The coe�cients of the three-term recurrence relation of these polynomials, which are givenby Eq. (3.8), have the form (2.2) with the parameters � = � = 0, � = 1 and  = 0, as well as(e0; f0) = (12 ; 1). Then, Hermite polynomials belong to both classes 3 and 7c of Theorem 2; sothat, its asymptotical distribution of zeros ���(x) = limn!1 � �xn� has the moments8>>><>>>: �002m = 1m+ 1 � 1p2�2m  2mm ! ;�002m+1 = 0; m = 0; 1; 2; ::: ; (4.8)which describe a special case of Beta distribution [30, Vol. 2, p. 210]: the semicircular densitydistribution. Therefore, the contracted density of zeros of Hermite polynomials is�� xp2n� = 1�pns1� � xp2n�2; �1 � xp2n � 1; (4.9)



16 ZERO DISTRIBUTIONS OF POLYNOMIALS FROM THEIR RECURRENCE RELATIONas already found in the literature by other means [7, 16, 36, 24, 47].4.2.2 Laguerre Polynomials.For this case, the recurrence coe�cients given by (3.9) are of the form (2.2) with parameters� = 1, � = 0, � = 2 and  = 0, as well as (c0; d0) = (2; 1) and (e0; f0) = (1; 1). Then,the Laguerre polynomials L�n(x) belong to the class 7b described in Theorem 2; so that, itsasymptotical distribution of zeros has the moments�000m = 1m+ 1 [m2 ]Xi=0 2m�2i  2ii ! m2i ! = 1m+ 1  2mm ! ; m = 0; 1; 2; ::: ; (4.10)which characterize another special case of Beta distribution [30, Vol. 2, p. 210]. This result hasbeen previously obtained in the literature [16, 36]. This indicates that the contracted density ofzeros of the Laguerre polynomials with large degree n is given by��xn� = 12� �xn�� 12 �4� xn� 12 ; 0 � xn � 4 :Similar analytical expressions, which coincide with this one for very large values of n, have beenderived in the WKB framework [50], by use of random matrix methods [7] and also in [24].4.2.3 Jacobi Polynomials.From (3.10) one notices that the recurrence coe�cients of these polinomials behave asan = �2 � �24n4 +O(n) ; b2n = 4n4 +O(n3)16n4 +O(n3) :These expressions are of the form (2.2) with parameters � = 0, � = 2 and � =  = 4, as wellas (e0; f0) = (4; 16). Then, Jacobi polynomials belong to class 2 as decribed in Theorem 2; sothat, the moments of the asymptotic density of zeros are8>>><>>>: �02m = �12�2m  2mm ! ;�02m+1 = 0; m = 0; 1; 2; ::: (4.11)This corresponds to the so-called arc-sin density [22]�(x) = 1�p1� x2 ; �1 � x � 1: (4.12)4.2.4 Bessel polynomials.From (3.11) one notices that the recurrence coe�cients of these polinomials behave asan = � 2�4n4 +O(n) ; b2n = � 4n2 +O(n)16n4 +O(n3) :These expressions are of the form (2.2) with parameters � = 0, � = 2, � = 2 and  = 4. Then,Bessel polynomials belong to class 1 as decribed in Theorem 2; so that, the moments of theasymptotic density of zeros are ( �00 = 1;�0m = 0; m = 1; 2; ::: (4.13)which correspond to a delta-Dirac density [23].
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