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Abstract. Compactness properties of Sobolev imbeddings are studied within the context of rearrangement invariant norms. Attention is focused on the extremal situation, namely, when the imbedding is considered as defined on its optimal Sobolev domain (with the range space fixed). The techniques are based on recent results which reduce the question of boundedness of the imbedding to boundedness of an associated kernel operator (of just one variable).

1. Introduction

The Rellich–Kondrachov theorem on compactness of the classical Sobolev imbedding (for suitable $\Omega \subset \mathbb{R}^n$) asserts that the imbedding $W_0^{1,p}(\Omega) \hookrightarrow L^q(\Omega)$ is compact for $1 \leq q < np/(n-p)$ whenever $1 \leq p < n$. In the case $q = np/(n-p)$, although Sobolev’s theorem ensures boundedness, the imbedding is not compact. Equivalently, if $n'$ is the conjugate index of $n$ and we fix $n' \leq q < \infty$, then there is compactness of the imbedding whenever $p \in (nq/(n+q), n)$, but not at the endpoint $p = nq/(n+q)$. However, for $1 \leq q < n'$, the imbedding is compact for all $p \in [1, n)$. Note that there is always compactness for $p \geq n$. So, for the imbedding $W_0^{1,p}(\Omega) \hookrightarrow L^q(\Omega)$, if we fix the range space to be some $L^q(\Omega)$ smaller than $L^{n'}(\Omega)$, then the imbedding remains compact as long as the domain space $W_0^{1,p}(\Omega)$ does not reach the space $W_0^{1,nq/(n+q)}(\Omega)$ which is “too large” (i.e. the endpoint $nq/(n+q)$ is avoided). But, if we fix the range space to be some $L^p(\Omega)$ larger than $L^n(\Omega)$, then the imbedding is compact for all domain spaces $W_0^{1,p}(\Omega)$ (since it is so for $W_0^{1,1}(\Omega)$), i.e. no endpoint occurs. Donaldson and Trudinger (see [9] and [1] Ch. VIII)) considered existence and compactness of the imbedding within the class of Orlicz–Sobolev spaces (the class of Orlicz spaces properly contains the $L^p$–spaces). Our aim is to study the compactness/noncompactness phenomena described above within the framework of Sobolev inequalities for norms even more general than Orlicz norms (indeed, for arbitrary rearrangement invariant norms). The advantage of using a richer family of spaces/norms is well illustrated by a celebrated result of Trudinger [20] where, by using the scale of Orlicz spaces, a sharp range space can be found...
for the Sobolev imbedding. Indeed, while $W_0^{1,n}(\Omega) \hookrightarrow L^q(\Omega)$ for all $1 \leq q < \infty$, but not for $q = \infty$, we have that $W_0^{1,n}(\Omega) \hookrightarrow L^{\varphi}(\Omega)$, where $\varphi(t) = \exp(t^{\prime n}) - 1$, with $L^{\infty}(\Omega) \subseteq L^{\varphi}(\Omega) \subseteq L^q(\Omega)$ for all $1 \leq q < \infty$. We will use this advantage in order to get finer results in the study of compactness/noncompactness of the Sobolev imbedding.

More precisely, let $\Omega \subset \mathbb{R}^n$ be a bounded domain having Lebesgue measure one. In \cite{11}, Edmunds, Kerman and Pick considered rearrangement invariant (briefly, r.i.) spaces $X, Y$ on $[0,1]$ and a generalized Sobolev inequality $\|u^*\|_X \leq C \|\nabla u^*\|_Y$ for $u \in C_0^1(\Omega)$, where $u^*$ and $|\nabla u|^*$ are, respectively, the decreasing rearrangements of $u$ and of the norm of its gradient. Defining $X(\Omega) := \{u: \Omega \to \mathbb{R} : u^* \in X\}$ and setting $\|u\|_{X(\Omega)} := \|u^*\|_X$ (which is a norm because $X$ is r.i.), the above inequality becomes

\begin{equation}
(1.1) \quad \|u\|_{X(\Omega)} \leq C \|\nabla u\|_{Y(\Omega)}, \quad u \in C_0^1(\Omega).
\end{equation}

By a generalized Poincaré inequality due to Cianchi and Pick, \cite{5} Lemma 4.2, there is a constant $M > 0$ (depending only on $\Omega$ and $n$) such that, if $Y$ is any r.i. space, then $\|u\|_{Y(\Omega)} \leq M \|\nabla u\|_{Y(\Omega)}$ for $u \in C_0^1(\Omega)$. Hence, (1.1) is equivalent, with a different constant $C$, to $\|u\|_{X(\Omega)} \leq C (\|u\|_{Y(\Omega)} + \|\nabla u\|_{Y(\Omega)})$ for $u \in C_0^1(\Omega)$. Defining the Sobolev space $W_0^1X(\Omega)$ as the closure of $C_0^1(\Omega)$ with respect to the norm $\|u\|_{W_0^1X(\Omega)} := \|u\|_{X(\Omega)} + \|\nabla u\|_{X(\Omega)}$ (see e.g. \cite{5}, \cite{12}, \cite{19}), it follows that (1.1) is equivalent to boundedness of the inclusion

\begin{equation}
(1.2) \quad j: W_0^1Y(\Omega) \hookrightarrow X(\Omega).
\end{equation}

Edmunds, Kerman and Pick studied the boundedness of (1.2) by showing that (1.1) is equivalent to boundedness, from $Y$ to $X$, of the kernel operator $T$ associated with Sobolev’s inequality, namely $Tf(t) := \int_0^1 f(s)s^{-1/n'}ds$ for $t \in [0,1]$. That is, $\|Tf\|_X \leq K\|f\|_Y$. \cite{11} Theorem 6.1. We will investigate compactness of the Sobolev imbedding (1.2) via the associated kernel operator $T$, typically acting on classical function spaces, the advantage being that the general theory of such operators is well understood. In this regard, we consider the optimal (=maximal) lattice domain for $T$ with values in an r.i. space $X$. The maximality is to be understood in the following sense: there is a continuous linear extension of $T$ from $[T,X]$ into $X$, and if $T$ has any continuous linear extension from some Banach function space $F$ (on $[0,1]$) into $X$, then $F$ is continuously included in $[T,X]$. An equivalent description of the optimal domain $[T,X]$ can be formulated. The kernel

$$K(t,s) := s^{-1/n'}\chi_{[t,1]}(s), \quad (t,s) \in [0,1] \times (0,1),$$

generates the operator $T$. Since $K$ is nonnegative, $[T,X] = \{f : T|f| \in X\}$. \cite{7} Proposition 5.2. Moreover, $K$ satisfies the conditions of \cite{7} Theorem 5.12 and so

$$[T,X] = (L^1(s^{1/n}ds), L^1(s^{-1/n'}ds))_X,$$

where this last interpolation space is obtained via the $K$–functional and the r.i. norm of $X$; see \cite{3} V.1.

In general, the space $[T,X]$ is not r.i., in which case it becomes unclear what the corresponding “space” $W_0^1[T,X](\Omega)$ should be. Thus, we are naturally lead to consider the largest r.i. space continuously imbedded in $[T,X]$, which we denote by $[T,X]^\ast$; for the existence of $[T,X]^\ast$ we refer to \cite{4} Proposition 2.2.6. That
is, \([T,X]^r\) is the maximal r.i. space on \([0,1]\) to which \(T\) can be extended as a continuous linear operator with values still in \(X\). Hence,

\[ j : W_0^1[T,X]^r(\Omega) \to X(\Omega) \]

is bounded and this imbedding is optimal, that is, for the fixed range space \(X(\Omega)\) we cannot replace \([T,X]^r\) by any larger r.i. space. Equivalently, \(\|u\|_{X(\Omega)} \leq C \|\nabla u\|_{[T,X]^r(\Omega)}\) for \(u \in C_0^1(\Omega)\), with the bound optimal: the \([T,X]^r\)-norm cannot be replaced by any smaller r.i. norm. In this sense we say that \(W_0^1[T,X]^r(\Omega)\) is the optimal Sobolev domain corresponding to the fixed range space \(X(\Omega)\).

It turns out that compactness/noncompactness of the Sobolev imbedding \(j : W_0^1[T,X]^r(\Omega) \to X(\Omega)\) is intimately connected to that of the associated kernel operator \(T : [T,X]^r \to X\). This is rather interesting, given that the extended operator \(T : [T,X] \to X\) is never compact, \cite{8} Propositions 2.2(c) and 3.6(d) and \cite{7} Proposition 5.2(a)]. So, questions concerning compactness of \(j\) on its optimal Sobolev domain can be treated via a kernel operator acting on an r.i. space of functions of one variable. This warrants a detailed investigation of the compactness properties of \(T : [T,X]^r \to X\), which is carried out in Section 2.

Section 3 is devoted to the study of compactness properties of \(j : W_0^1[T,X]^r(\Omega) \to X(\Omega)\). Since \(j : W_0^{1,p}(\Omega) \to X(\Omega)\) is compact whenever \(p > n\), a similar feature occurs as in the Rellich–Kondrachov theorem. Namely, whenever \(X(\Omega)\) is “appropriately smaller” than \(L^{n',\infty}(\Omega)\), then there is compactness of the Sobolev imbedding as long as we do not reach a domain space which is “too large”. Surely compactness fails at the optimal Sobolev domain. On the other hand, whenever \(X(\Omega)\) is “appropriately larger” than \(L^{n,\infty}(\Omega)\), then the Sobolev imbedding is compact for every domain space, since it is so for \(W_0^{1,1}(\Omega) = W_0^1 L^1(\Omega)\).

Special emphasis has been given to the study of relevant examples arising from spaces which occur in classical analysis. For instance, we consider the Lorentz \(L^{p,q}\)–spaces, the Lorentz \(\Lambda_{\varphi}\) and Marcinkiewicz \(\mathcal{M}_{\varphi}\) spaces (in particular, \(L \log L\) and \(L_{\exp}\)), and, more generally, the Lorentz–Zygmund spaces \(L^{p,q}(\log L)^{\alpha}\). Particular attention is paid to the subclass of spaces, \(\text{Exp} L^p\), consisting of those functions which are exponentially \(p\)–integrable, which includes the Orlicz space considered by Trudinger.

2. Preliminaries

An r.i. space \(X\) on \([0, 1]\) is a Banach space of integrable functions on \([0, 1]\) which contains the simple functions, has the property that \(g \in X\) with \(\|g\| \leq \|f\|\) whenever \(f \in X\) and \(g\) satisfies \(|g| \leq |f|\), satisfies the Fatou property, and has the property that whenever \(f \in X\) and \(g\) is equimeasurable with \(f\), then \(g \in X\) and \(\|g\| = \|f\|\). In particular, if \(f^*\) is the decreasing rearrangement of \(f \in X\), then \(f^* \in X\) with \(\|f^*\| = \|f\|\). Hence, \(L^\infty([0, 1]) \subset X \subset L^1([0, 1])\) continuously.

Let \(\varphi\) be an increasing, concave function on \([0, 1]\) with \(\varphi(0) = 0\). The Lorentz space \(\Lambda_{\varphi}\) associated to \(\varphi\) is defined by

\[ \Lambda_{\varphi} := \left\{ f : \|f\|_{\Lambda_{\varphi}} := \int_0^1 f^*(s) d\varphi(s) < \infty \right\}, \]
and the Marcinkiewicz space $M_\varphi$ associated to $\varphi$ is given by

$$M_\varphi := \left\{ f : \| f \|_{M_\varphi} := \sup_{0 < t \leq 1} \frac{1}{\varphi(t)} \int_{0}^{t} f^*(s) \, ds < \infty \right\}.$$ 

Both are r.i. spaces, \cite[p. 112]{17}. We also consider such spaces for a \emph{quasiconcave} function $\varphi$ (concavity is replaced with $\varphi(t)/t$ decreasing) since, in this case, there is an equivalent concave function, \cite[p. 49]{17}. If two functions are equivalent, \cite[p. 48]{17}, then the corresponding Lorentz and Marcinkiewicz spaces are isomorphic.

The fundamental function $\varphi_X$ of an r.i. space $X$ is defined by $\varphi_X(t) := \| \chi[0,t] \|_X$. It is increasing, quasiconcave with $\varphi_X(0^+) := \lim_{t \to 0^+} \varphi_X(t) \geq 0$. We may assume $\varphi_X$ is concave, \cite[II.5.11]{3}. The space $\Lambda_X := \Lambda_\varphi$ (for $\varphi := \varphi_X$) is the smallest r.i. space having fundamental function $\varphi_X$. The space $M_X := M_\varphi$ (for $\varphi(t) := t/\varphi_X(t)$) is the largest r.i. space having fundamental function $\varphi_X$. By a result of Semenov, $\Lambda_X \hookrightarrow X \hookrightarrow M_X$, \cite[pp. 118–119]{17}.

For properties of the lower dilation exponent,

$$\gamma_\varphi := \lim_{t \to 0^+} \log \sup_{s \geq 0} \frac{\varphi(st)/\varphi(s)}{\log t},$$

of an increasing concave function $\varphi$, see \cite[p. 54]{17}. If $\gamma_\varphi > 0$, the expression

$$\sup_{0 < t \leq 1} \frac{t}{\varphi(t)} f^*(t)$$

is equivalent to the norm in $M_\varphi$; see \cite[pp. 114–115 and 56–57]{17}. Setting $\varphi(t) := t/\varphi(t)$, a sufficient condition for $\gamma_\varphi > 0$ is that $\varphi(t)/t^\varepsilon$ is decreasing near zero for some $0 < \varepsilon < 1$. For the upper dilation exponent $\delta_\varphi$, see also \cite[p. 54]{17}.

We repeatedly use the following facts concerning the optimal domain $[T, X]$ of the operator $T$ acting on an r.i. space $X$ with fundamental function $\varphi_X$.

\begin{remark}
\begin{enumerate}[(a)]
\item The space $L^1(t^{-1/n'}\varphi_X(t))$ is contained in $[T, X]$.
\item If $t^{-1/n'}\varphi_X(t)$ is decreasing, then the Lorentz space $\Lambda_\Theta$, with $\Theta(t) := t^{1/n'}\varphi_X(t)$, is the largest r.i. space inside $L^1(t^{-1/n'}\varphi_X(t))$. Consequently, $\Lambda_\Theta \subset [T, X]^\Theta$.
\end{enumerate}
\end{remark}

The proof of these facts relies on an alternative description of the optimal domain space $[T, X]$ in terms of the $L^1$–space of an associated vector measure $\nu_X$. Indeed, if $A$ is a Borel set in $[0,1]$, then $T(\chi_A) \in X$ and the $X$–valued set function $\nu_X : A \mapsto \nu_X(A) := T(\chi_A)$ is countably additive, i.e. it is a vector measure in $X$. Let $L^1(\nu_X)$ denote the space of all $\nu_X$–integrable functions, equipped with the topology of convergence in mean (see \cite{7}). Under certain conditions, the space $L^1(\nu_X)$ coincides with $[T, X]$, \cite[Proposition 5.2]{17}. With this result, we are able to apply the theory and techniques used in our study of $L^1(\nu_X)$, \cite{7}, to the space $[T, X]$.

In this setting, statement (a) follows from $L^1(t^{-1/n'}\varphi_X(t)) = L^1(|\nu_X|) \subset L^1(\nu_X)$, where $|\nu_X|$ is the variation measure of $\nu_X$. The equality follows from Proposition 3.1(a) of \cite{8}, the first inclusion from Theorem 4.1 of \cite{18} and the second inclusion from Proposition 5.2(a) of \cite{7}.

The first part of (b) is Proposition 4.7 and Remark 4.8 of \cite{8} together with $L^1(t^{-1/n'}\varphi_X(t)) = L^1(|\nu_X|)$. The second part follows from $\Lambda_\Theta \subset [T, X]$ and the fact that $\Lambda_\Theta$ is r.i.
3. Compactness properties of the associated kernel operator

In this section we establish criteria for determining both noncompactness (cf. Theorem 3.7) and compactness (cf. Theorem 3.9) of the \(X\)-valued kernel operator \(T\) when considered as acting on its optimal r.i. domain \([T,X]^r\). In view of the fact that \(T:X \to X\) is “almost always” compact (i.e. under very general conditions on the r.i. space \(X\), [8 Remark 3.7]) and that \(T:X \to X\) is never compact (cf. Introduction), it is a priori unclear what form such results should take. The two main theorems mentioned above (also of independent interest) will be needed in the following section dealing with compactness properties of the Sobolev imbedding:

**Example 3.1.** For \(X = L^p([0,1])\) and \(n'< p \leq \infty\), the optimal r.i. domain \([T,L^p]^r\) is the Lorentz \(L^{p,\infty}\) space \(L^{p,p}([0,1])\), where \(p_0 := np/(n+p)\). [19 Theorem 3.30].

When \(p = \infty\) we have \([T,L^\infty] = L^1(s^{-1/n'})\), [8 Proposition 2.1(d)], and hence, direct computation shows that \([T,L^\infty]^r = L^{n,1}([0,1])\).

Concerning Example 3.1 for a given \(p_0\) we have \(p = p_0/(n-p_0)\). Note that this is precisely the exponent corresponding to \(p_0\) in the classical Sobolev inequality \(\|u\|_p \leq C \|\nabla u\|_{p_0}\). Hence, this Sobolev inequality is actually sharpened, since \([T,L^p]^r = L^{p,p}\) implies that \(\|u\|_p \leq C \|\nabla u\|_{p_0,p}\), with \(\|\nabla u\|_{p_0,p} \leq \|\nabla u\|_{p_0} = \|\nabla u\|_{p_0}\) (as \(p > p_0\)). This sharpening is optimal within the class of r.i. norms.

**Example 3.2.** Let \(X = \Lambda_\varphi\) be a Lorentz \(\Lambda\) space with \(t^{-1/n'}\varphi(t)\) decreasing. Then \([T,\Lambda_\varphi]^r\) is the Lorentz \(\Lambda\) space \(\Lambda_\Theta\), where \(\Theta(t) := t^{1/n}\varphi(t)\); see Remark 2.1(b) and [8 Corollary 4.3]. Consider the Lorentz space \(\Lambda_X\) corresponding to an r.i. space \(X\) with a fundamental function \(\varphi_X\) for which \(t^{-1/n'}\varphi_X(t)\) is decreasing. Then \([T,\Lambda_X]^r = \Lambda_{\Theta_X}\), for \(\Theta_X(t) := t^{1/n}\varphi_X(t)\). In particular, for the Lorentz spaces \(L^{p,1}([0,1])\) the condition is \(n' \leq p < \infty\) and we have \([T,L^{p,1}]^r = L^{p_0,1}([0,1]),\) with \(p_0 := np/(n+p)\).

**Example 3.3.** Let \(X = M_\varphi\) be a Marcinkiewicz space for which \(1/n < \gamma_\varphi \leq \delta_\varphi < 1\) holds. Then \([T,M_\varphi]^r\) is the Marcinkiewicz space \(M_\Psi\), where \(\Psi(t) := t^{-1/n}\varphi(t)\). [8 Theorem 5.7]. For the Marcinkiewicz space \(M_\varphi\) associated to an r.i. space \(X\) (with fundamental function \(\varphi_X\)), the above condition becomes \(0 < \delta_X \leq \lambda_X < 1/n'\), where \(\delta_X, \lambda_X\) are the fundamental indices of \(X\), [3 p. 177]. Moreover, \([T,M_\varphi]^r = M_{\Psi_X}\), for \(\Psi_X(t) := t^{1/n'}/\varphi_X(t)\) (which has fundamental function \(t^{1/n}\varphi_X(t)\)). In particular, for the weak \(L^p\)-spaces \(L^{p,\infty}([0,1])\), which are Marcinkiewicz spaces, the condition is \(n' \leq p < \infty\) and we have \([T,L^{p,\infty}]^r = L^{p_0,\infty}([0,1]),\) with \(p_0 := np/(n+p)\).

Set \(p = n'\) in Example 3.2 then \([T,L^{n',1}]^r = L^{1}([0,1])\). Moreover, Corollary 4.3 and Proposition 3.1(a) of [8] imply that \([T,L^{n',1}] = L^{1}([0,1])\). So, for \(X = L^{n',1}([0,1])\), the optimal domain \([T,X]\) is itself already r.i. and hence, coincides with \([T,X]^r\). The following result characterizes this phenomenon.

**Theorem 3.4.** Let \(X\) be an r.i. space. The optimal domain \([T,X]\) is itself r.i. (i.e. \([T,X] = [T,X]^r\)) if and only if \(X = L^{n',1}([0,1])\).

**Proof.** Assume that \([T,X]\) is r.i. Then \([T,X] \subset L^{1}([0,1])\). Let \(f \in L^{1}([0,1])\). Consider the dilation operator \(D_2\) defined by \(D_2 h(t) := h(2t)\chi_{[0,1/2]}\). Then, \(D_2 f \in\)
Let $g(t) := D_2 f(1 - t)$. Then $g = 0$ on $[0, 1/2)$, and so
$$
\int_0^1 |g(t)| t^{-1/n'} \varphi_X(t) \, dt < \infty,
$$
that is, $g \in L^1(t^{-1/n'} \varphi_X(t))$. By Remark 2.1(a), $L^1(t^{-1/n'} \varphi_X(t)) \subset [T, X]$ and thus, $g \in [T, X]$. But, $[T, X]$ is r.i. with $g$ and $D_2 f$ equimeasurable. So, $D_2 f \in [T, X]$.

Since dilation operators are bounded on r.i. spaces, [3, III.5.11], for additive in the cone of positive functions. So, [8, Theorem 4.2] implies that
$$
X
$$
show that
$$
I.1.7],
$$
implies—for a subsequence—convergence a.e., [3, III.5.11], for $D_{1/2} h(t) = h(t/2)$ with $0 \leq t \leq 1$, we have $f = D_{1/2} D_2 f \in [T, X]$. Hence, $L^1([0, 1]) \subset [T, X]$, and so $[T, X] = L^1([0, 1])$. Accordingly, $[T, X]$ is an AL–space, i.e. the norm is additive in the cone of positive functions. So, [8, Theorem 4.2] implies that $X$ must be a Lorentz $\Lambda$–space. In particular, $X$ has absolutely continuous norm, so by [7, Proposition 5.2(c)], [6, Proposition 2], and [8, Proposition 3.1(a)] it follows that $L^1(t^{-1/n'} \varphi_X(t)) = L^1([0, 1])$, and so the weights of both $L^1$–spaces are equivalent. Hence, $\varphi_X(t)$ is equivalent to $t^{1/n'}$. The Lorentz $\Lambda$–space with fundamental function (equivalent to) $t^{1/n'}$ is precisely $L^{1\cdot 1}([0, 1])$.

\begin{remark}
Since $L^1([0, 1])$ is the largest possible r.i. space, it follows for every r.i. space $X$ with $L^{n, 1}([0, 1]) \subset X$ that $[T, X]^{\text{ri}} = L^1([0, 1])$. In particular, $[T, L^p]^{\text{ri}} = L^1([0, 1])$ for $1 \leq p \leq n'$. More generally, $[T, L^{p, q}]^{\text{ri}} = L^1([0, 1])$ for $1 < p \leq n'$ and $1 \leq q \leq \infty$, or for $p = q = 1$.

The behaviour of the function $t \to t^{-1/n'} \varphi_X(t)$ is of major importance concerning and connecting the compactness/noncompactness properties of both the kernel operator $T$ : $[T, X]^{\text{ri}} \to X$ and the Sobolev imbedding $j$ : $W^1_0[T, X]^{\text{ri}}(\Omega) \hookrightarrow X(\Omega)$.

\begin{proposition}
Let $X$ be an r.i. space with $t^{-1/n'} \varphi_X(t)$ decreasing. Let $\Theta(t) := t^{1/n} \varphi_X(t)$. Then $T$ : $\Lambda_\Theta \to X$ is noncompact.
\end{proposition}

\begin{proof}
Let $(t_k)$ be a sequence in $(0, 1)$ decreasing to zero and define $\alpha_k := \| \chi_{(0, t_k)} \|_{\Lambda_\Theta}$, so that for $f_k := (1/\alpha_k) \chi_{(0, t_k)}$ we have $\| f_k \|_{\Lambda_\Theta} = 1$. Direct computation shows that $T f_k(t) = \int_0^1 f_k(s) s^{-1/n'} \, ds$ is equal to $(n/\alpha_k) \max \{ t_k^{1/n} - t^{1/n}, 0 \}$, which is a decreasing function.

Suppose $(T f_k)$ has a subsequence, again denoted by $(T f_k)$, which converges in $X$. Since the function $T f_k$ is supported in $(0, t_k)$, the sequence $(t_k)$ decreases to zero, and since convergence in $X$ implies—for a subsequence—convergence a.e., [8, I.1.7], it follows that the limit is the zero function. To obtain a contradiction, we show that $\| T f_k \|_X$ does not converge to zero. Since $\varphi_X(t)/t$ is decreasing, we have
\begin{align*}
\| T f_k \|_X \geq \| T f_k \|_{M_X} &= \sup_{0 < t \leq 1} \frac{\varphi_X(t)}{t} \int_0^t (T f_k)^*(s) \, ds \\
&= \sup_{0 < t \leq 1} \frac{\varphi_X(t)}{t} \int_0^t n \alpha_k \max \{ t_k^{1/n} - s^{1/n}, 0 \} \, ds \\
&= \frac{n}{\alpha_k} \sup_{0 < t \leq t_k} \frac{\varphi_X(t)}{t} \int_0^t (t_k^{1/n} - s^{1/n}) \, ds \\
&\geq \frac{n}{\alpha_k} \frac{\varphi_X(t_k)}{t_k} \int_0^{t_k} (t_k^{1/n} - s^{1/n}) \, ds \\
&= \frac{n}{\alpha_k} \frac{\varphi_X(t_k) t_k^{1/n}}{n + 1}.
\end{align*}
Proof. Remark 2.1(b) shows that \( \Lambda \rightarrow \alpha \) since \( L \subset F \) in the same way), 

Let \( \theta \in C_c^\infty \) and set \( \psi = \sum_{n=1}^\infty n/2^n \chi_{[n/2^n,n/2^{n+1})} \). Since \( \psi \) is continuous on \((0,1]\) with \( \int_0^1 \psi = 1 \) and so \( \psi \) is decreasing, we have \( \int_0^1 \psi = 1 \). Hence, Proposition 3.6 remains valid whenever \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \). 

An immediate consequence is the following result.

**Theorem 3.7.** Let \( X \) be an r.i. space with \( t^{-1/n'} \phi_X(t) \) decreasing. Then \( T: [T, X]^{r_1} \to X \) is not compact.

**Proof.** Remark 3.1(b) shows that \( \Lambda \subset [T, X]^{r_1} \). By Proposition 3.6, \( T: \Lambda \rightarrow X \) is not compact and hence \( T: [T, X]^{r_1} \to X \) is not compact either. □

**Remark 3.8.** (a) In Proposition 3.6 the decreasing property of \( t^{-1/n'} \phi_X(t) \) is only needed to ensure “existence” of the space \( \Lambda \) and is not needed in the proof itself. Hence, Proposition 3.6 remains valid whenever \( t^{-1/n'} \phi_X(t) \) is decreasing in \( (0, \delta) \) for some \( 0 < \delta \leq 1 \). [8, Remark 4.11]. The same comment applies to Theorem 3.7. 

With more generality, it suffices to have \( t^{-1/n'} \phi_X(t) \) “essentially decreasing” in the sense that it is equivalent to a decreasing function, that is, there exists a decreasing function \( \psi \) and constants \( 0 < C_1, C_2 \) such that \( C_1 \psi(t) \leq t^{-1/n'} \phi_X(t) \leq C_2 \psi(t) \), for every \( 0 < t \leq 1 \).

(b) Whenever \( t^{-1/n'} \phi_X(t) \) is decreasing, we have \( X \subset L^{n',\infty}([0,1]) \).

(c) Within the class of those r.i. spaces \( X \) for which \( T: [T, X]^{r_1} \to X \) is noncompact, there is a large subclass for which \( T \) already fails compactness on some smaller r.i. domain (namely, \( \Lambda \)).

For “most” r.i. spaces which occur in classical analysis, the alternative to \( t^{-1/n'} \phi_X(t) \) being decreasing is that \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \).

**Theorem 3.9.** Let \( X \) be an r.i. space. Then \( [T, X]^{r_1} = L^1([0,1]) \) and \( T: [T, X]^{r_1} \to X \) is compact if and only if \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \).

**Proof.** The kernel operator \( T \) has a density \( F_X: [0,1] \to X \) given by \( F_X(t) = t^{-1/n'} \chi_{[0,t]} \); see [8, Section 3]. We verify that \( F_X([0,1]) \) is relatively compact in \( X \) if and only if \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \). The proof of [8, Proposition 3.1(a)] shows that \( F_X \) is continuous on \([0,1]\) with \( \|F_X(t)\|_X = t^{-1/n'} \phi_X(t) \). So, if

\[
\lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0,
\]

then \( F_X(0) := 0 \) makes \( F_X \) continuous on \([0,1]\). Hence, \( F_X([0,1]) \) is a compact set in \( X \). Conversely, if \( (t_k) \to 0^+ \), then, for a subsequence (again denoted in the same way), \( F_X(t_k) \) converges to some \( g \in X \). Since \( F_X(t_k) \) converges to zero a.e., it follows that \( g = 0 \). [8, I.1.7]. This implies \( \|F_X(t_k)\|_X \to 0 \). Hence, \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \).

The condition \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \) implies that \( \phi_X(t) \leq Ct^{1/n'} \) and so \( L^{n',1}([0,1]) \subset \Lambda X \). Thus \( L^{n',1}([0,1]) \subset X \) and, by Remark 3.5 [7, Proposition 4.11], \( T: [T, X]^{r_1} = L^1([0,1]) \). Hence, \( T: L^1([0,1]) \to X \). Since \( t^{-1/n'} \phi_X(t) \leq C \), also \( L^1([0,1]) \subset L^1(t^{-1/n'} \phi_X(t)) \).

So, the density \( F_X \) of \( T \) is \( C \)-integrable, [8, Proposition 3.4(b)]. The conclusion follows from the classical result that \( T: L^1([0,1]) \to X \) is compact if and only if it has a \( C \)-integrable density whose range is essentially relatively compact in \( X \), [10, VI.8.11]. □

**Remark 3.10.** For any r.i. space \( X \), the inclusion \( L^{n',1}([0,1]) \subset X \) holds if and only if \( L^{n',\infty}([0,1]) \subset M_X \) holds. The proof of Theorem 3.9 shows that the condition \( \lim_{t \rightarrow 0^+} t^{-1/n'} \phi_X(t) = 0 \) suffices for these conditions to hold.
For $X = L^p([0,1])$, the condition of Theorem 3.7 is satisfied whenever $p \geq n'$, so that $T: [T,X]^{\alpha} \to X$ is noncompact. The condition of Theorem 3.9 is satisfied for $p < n'$, so that $T: [T,X]^{\alpha} \to X$ is compact in this case. For Lorentz spaces $L^{p,q}([0,1])$ a similar conclusion holds, namely $T: [T,X]^{\alpha} \to X$ is noncompact if and only if $p \geq n'$. The Zygmund space $X = L_{\exp}$ is a Marcinkiewicz space with fundamental function $\varphi_X(t) = \log^{-1}(e/t)$. Since $t^{-1/n'} \varphi_X(t)$ is decreasing, $T: [T,L_{\exp}]^{\alpha} \to L_{\exp}$ is noncompact (cf. Theorem 3.7). For the Zygmund space $X = \log L$, we have $[T,\log L]^{\alpha} = L^1([0,1])$ (see Remark 3.5) with $\varphi_X(t) = t \log(e/t)$ and hence, $\lim_{t \to 0^+} t^{-1/n'} \varphi_X(t) = 0$. By Theorem 3.9 $T: [T,\log L]^{\alpha} \to \log L$ is compact. These classical spaces are included in the following larger class of r.i. spaces $X$ for which compactness of $T: [T,X]^{\alpha} \to X$ can be determined.

**Example 3.11.** Let $X$ be a Lorentz–Zygmund space $L^{p,q}(\log L)^\alpha$. If either $1 < p < \infty$, $1 \leq q < \infty$ and $\alpha \in \mathbb{R}$, or $p = q = 1$ and $\alpha \geq 0$, or $p = q = \infty$ and $\alpha < 0$, then $X$ is an r.i. Banach space, [2], [3], [13]. As discussed in [2], this class contains many important spaces arising in classical analysis. Direct calculation shows:

(i) If either $p < n'$, or $p = n'$ and $\alpha < 0$, then $\lim_{t \to 0^+} t^{-1/n'} \varphi_X(t) = 0$.

(ii) If either $p > n'$, or $p = n'$ and $\alpha \geq 0$, then $t^{-1/n'} \varphi_X(t)$ is decreasing in $(0, \delta)$ for some $0 < \delta \leq 1$.

So, for case (i) the operator $T: [T,X]^{\alpha} \to X$ is compact (cf. Theorem 3.9) and for case (ii) it is not (cf. Theorem 3.7 and Remark 3.8(a)).

**Remark 3.12.** For spaces $X$ as in Example 3.11(ii), Example 3.2 yields $[T,\Lambda_X]^{\alpha} = \Lambda_{\Theta_X}$, where $\Theta_X(t) = t^{1/n} \varphi_X(t)$. This can be used to explicitly determine further examples of optimal r.i. domains. For instance, if $X$ is a Lorentz–Zygmund space $L^{p',1}(\log L)^\alpha$ with $\alpha \in \mathbb{R}$, then $\Theta_X$ is equivalent to $\Psi(t) = t \log^\alpha(e/t)$. The space $\Lambda_{\Psi}$ is precisely the Zygmund space $L(\log L)^\alpha$, [3, IV.6.12], and hence,

$$[T,L^{p',1}(\log L)^\alpha]^{\alpha} = L(\log L)^\alpha.$$ 

Note that $\alpha = 1$ corresponds to the space $\log L$.

The importance of the Zygmund spaces $\exp L^p$, consisting of functions having $p$–th exponential integrability ($p > 0$), [4, IV.6.11], warrants some comments concerning the space $[T,\exp L^p]^{\alpha}$. The class $\exp L^p$, for $p > 0$, consists of spaces which are “close” to $L^\infty([0,1])$; it includes $L_{\exp}$ (i.e. $p = 1$) and also the Orlicz space associated to $\phi(t) = \exp(t^{p'}) - 1$ (i.e. $p = n'$) which appears in Trudinger’s results in [20]. As Lorentz–Zygmund spaces these are given by $L^{\infty,\infty}(\log L)^{-1/p}$, [2, Theorem 10.3]. Observe that $\exp L^p$ are also Marcinkiewicz spaces but, since they fail to satisfy the index conditions of Example 3.3 $[T,\exp L^p]^{\alpha}$ cannot be identified via Example 3.3.

The fundamental function of $[T,\exp L^p]^{\alpha}$ is $\Psi(t) := t^{1/n} \log^{-1/p}(e/t)$. To see this, it suffices to show that

$$\Lambda_{\Psi} \subset [T,\exp L^p]^{\alpha} \subset M_{\Psi},$$

for $\Psi(t) = t/\Psi(t)$. Since, for $X = \exp L^p$, the function

$$t^{-1/n'} \varphi_X(t) = t^{-1/n'} \log^{-1/p}(e/t)$$

is decreasing near zero (see Remark 3.8(a)), the first inclusion in (3.1) follows from Remark 2.1(b). To see that $[T,\exp L^p]^{\alpha} \subset M_{\Psi}$, let $f \in [T,\exp L^p]^{\alpha}$. Then
Accordingly, \( T, \) \( Exp \) and \( \lambda > 0 \) we have
\[
C t \log^{1/p}(e/t) = \int_{0}^{t} T f^{*}(s) \, ds \geq \int_{0}^{t} f^{*}(x)x^{1/n} \, dx + t \int_{t}^{1} f^{*}(x)x^{-1/n'} \, dx \geq \frac{n}{n+1} f^{*}(t)t^{(1/n)+1}.
\]
Accordingly, \( f^{*}(t)t^{1/n} \log^{−1/p}(e/t) \leq C \) which implies, by (2.1), that \( f \in M_{\Psi}. \) So (3.1) is established.

Precisely where the space \( [T, \text{Exp} \, L^{p}]^{\alpha} \) lies between \( \Lambda_{\Psi} \) and \( M_{\Psi} \) is unclear. Since \( \Lambda_{\Psi} = L^{n,1}(\log L)^{-1/p} \) and \( M_{\Psi} = L^{n,\infty}(\log L)^{-1/p}, \) we have from (3.1) that
\[
(3.2) \quad L^{n,1}(\log L)^{-1/p} \subset [T, \text{Exp} \, L^{p}]^{\alpha} \subset L^{n,\infty}(\log L)^{-1/p}.
\]
So, given \( p > 0, \) a natural candidate for \( [T, \text{Exp} \, L^{p}]^{\alpha} \) is one of the spaces \( L^{n,q}(\log L)^{-1/p}, \) which satisfy \( \Lambda_{\Psi} \subset L^{n,q}(\log L)^{-1/p} \subset M_{\Psi} \) for every \( 1 < q < \infty, \) \cite[Theorem 9.3]{1}. However, none of these spaces coincide with \( [T, \text{Exp} \, L^{p}]^{\alpha}. \) To see this choose \( 1/q < \gamma < 1 \) and note that \( g(t) = t^{-1/n} \log^{(1/p)−\gamma}(e/t) \) belongs to \( L^{n,q}(\log L)^{-1/p}. \) But, \( g \notin [T, \text{Exp} \, L^{p}]^{\alpha} \) since
\[
\|Tg\|_{\text{Exp} \, L^{p}} = \sup_{0 < t \leq 1} \left( \log^{-1/p}(e/t) \right) \frac{1}{t} \int_{0}^{t} (Tg)^{*}(s) \, ds \geq \sup_{0 < t \leq 1} \log^{-1/p}(e/t) \int_{t}^{1} \frac{dx}{x \log^{\gamma−(1/p)}(e/x)} \approx \sup_{0 < t \leq 1} \log^{1−\gamma}(e/t) = \infty.
\]

A similar argument as above (with \( \gamma = 0 \) shows that \( [T, \text{Exp} \, L^{p}]^{\alpha} \neq M_{\Psi}. \) It also turns out that \( [T, \text{Exp} \, L^{p}]^{\alpha} \neq \Lambda_{\Psi} = L^{n,1}(\log L)^{-1/p}. \) Indeed, for \( p \geq n' \) Theorem 1 of \cite{15} shows that \( L^{n,\gamma}(\log L)^{−\sigma/n} \) is included in \( [T, \text{Exp} \, L^{p}]^{\alpha}. \) But, \( L^{n,\gamma}(\log L)^{−\sigma/n} \) is not included in \( L^{n,1}(\log L)^{-1/p}, \) as seen by considering a suitable function \( h \) which, near zero, coincides with \( t \mapsto t^{-1/n} \log^{−1/p'} \log(e/t). \) For \( p < n' \) Theorem 1 of \cite{14} shows that \( L^{n,\gamma}(\log L)^{−\sigma/n} \) is included in \( [T, \text{Exp} \, L^{p}]^{\alpha}, \) where \( \sigma := (n/p)−(n/n'). \) However, \( L^{n,\gamma}(\log L)^{−\sigma/n} \) is also not included in \( L^{n,1}(\log L)^{-1/p}, \) which can be shown by considering the same function \( h \) as above.

In particular, for \( p = n' \) the above facts imply that
\[
L^{n,1}(\log L)^{-1/n'} \subsetneq [T, \text{Exp} \, L^{n'}]^{\alpha} \subsetneq L^{n,\infty}(\log L)^{-1/n'}.
\]

It is worthwhile to compare (3.2) with other results in the literature which deduce exponential integrability of a function from integrability properties of its gradient. According to the Introduction, \( [T, \text{Exp} \, L^{p}]^{\alpha}(\Omega) \) is the largest r.i. space having the property that a function \( u : \Omega \rightarrow \mathbb{R} \) belongs to \( \text{Exp} \, L^{p}(\Omega), \) that is,
\[
(3.3) \quad \int_{\Omega} \exp(\lambda |u(x)|^{p}) \, dx < \infty
\]
for some \( \lambda > 0, \) whenever \( \nabla u \in [T, \text{Exp} \, L^{p}]^{\alpha}(\Omega). \) To simplify what follows, set \( Y_{1} = L^{n,p'}(\Omega), Y_{2} = L^{n,n}(\log L)^{−\sigma/n}(\Omega) \) and \( Y_{3} = L^{n,1}(\log L)^{-1/p}(\Omega). \) Let \( p \geq n'. \)
If $|\nabla u| \in Y_1$, that is

$$
\int_0^1 \left( |\nabla u|^n(t) t^{1/n} \right)^{1/p'} \frac{dt}{t} < \infty,
$$

then \((3.3)\) holds. \([15]\). Accordingly, $Y_1 \subset [T, \text{Exp } L^p]^\gamma(\Omega)$. For $p < n'$ it is shown in \([14]\) that if

$$
\int_\Omega |\nabla u(x)|^n \log^{-\sigma}(e + |\nabla u(x)|) \, dx < \infty,
$$

then \((3.3)\) holds whenever $|\nabla u| \in Y_3$, that is, whenever

$$
\int_0^1 |\nabla u|^n(t) t^{1/n} \log^{-1/p}(e/t) \frac{dt}{t} < \infty.
$$

So, also $Y_3 \subset [T, \text{Exp } L^p]^\gamma(\Omega)$.

The three proper subspaces $Y_1$, $Y_2$ and $Y_3$ of $[T, \text{Exp } L^p]^\gamma(\Omega)$ are not comparable. Nevertheless, it is possible to formulate quantitatively “how different” these three spaces are from $[T, \text{Exp } L^p]^\gamma(\Omega)$ by calculating the norm (in each space) of $\chi_E$, for any measurable set $E \subset \Omega$ having measure $a \in (0, 1)$ for some fixed $a$. Indeed, $\|\chi_E\|_{Y_1} = a^{1/n}$ and $\|\chi_E\|_{Y_2} = a^{1/n} \log^{(1/n)-(1/p)}(e/a)$ and $\|\chi_E\|_{Y_3} = a^{1/n} \log^{-1/p}(e/a)$. The last norm is the smallest one and, from \((3.2)\), can be seen to coincide with the norm of $\chi_E$ in $[T, \text{Exp } L^p]^\gamma(\Omega)$.

4. COMPACTNESS PROPERTIES OF THE SOBOLEV IMBEDDING

Our main focus in this section is on the $X(\Omega)$–valued imbedding $j$, always assumed to be acting on its optimal Sobolev domain $W_0^1 [T, X]^{\gamma}(\Omega)$. In Theorem 4.2 it is established that $j$ fails to be compact whenever $t^{-1/n'} \varphi_\lambda(t)$ is decreasing on $(0, \delta)$ for some $0 < \delta \leq 1$. Under this condition, the theorem actually states more: namely, noncompactness of $j$ already occurs for the space $W_0^1 \Lambda_\Theta(\Omega)$, where $\Lambda_\Theta$ (with $\Theta(t) := t^{1/n} \varphi_\lambda(t)$) is typically smaller than $[T, X]^{\gamma}$. In Theorem 4.4 compactness of $j$ is established under the condition $\lim_{t \to 0^+} t^{-1/n'} \varphi_\lambda(t) = 0$.

**Theorem 4.1.** Let $X$ and $Y$ be r.i. spaces such that $Y \subset [T, X]^{\gamma}$. If $T: Y \to X$ is noncompact, then the Sobolev imbedding $j: W_0^1 Y(\Omega) \hookrightarrow X(\Omega)$ is bounded, but not compact.

**Proof.** Since $Y \subset [T, X]^{\gamma}$, the operator $T: Y \to X$ is bounded. By the results of Edmunds, Kerman and Pick mentioned in the Introduction, $j: W_0^1 Y(\Omega) \hookrightarrow X(\Omega)$ is bounded.

Since $T: Y \to X$ is noncompact, there exists $\varepsilon > 0$ and a sequence $(f_k)$ with $\|f_k\|_Y \leq 1$ such that $\|T f_k - T f_k^*\|_X \geq \varepsilon$, for every $k \neq k'$. We may assume that $f_k \geq 0$. Indeed, if $B_Y$ denotes the unit ball of $Y$ and $B_Y^+$ its positive part, then $T(B_Y^+) \subset T(B_Y^+) - T(B_Y^+)$. Since $T(B_Y^+)$ is not relatively compact in $X$, neither is $T(B_Y^+)$. 

**Claim.** Let $f \in Y$ with $\|f\|_Y \leq 1$ and $f \geq 0$. There exists $u \in W_0^1 Y(\Omega)$ with $u \geq 0$, such that $u^* = T f$ and $\|u\|_{W_0^1 Y(\Omega)} \leq M$, where the constant $M$ does not depend on $f$. 

Assuming the Claim for now, there exist functions \( u_k \in W^1_0 Y(\Omega) \) with \( u_k \geq 0 \), such that \( u_k^* = Tf_k \) and \( \|u_k\|_{W^1_0 Y(\Omega)} \leq M \), for \( k \in \mathbb{N} \). By boundedness of the imbedding \( j \), we have \( \langle u_k \rangle \subset X(\Omega) \). By a theorem of Lorentz and Shimogaki, \cite{3} III.7.4 and II.4.6], if \( Z \) is an r.i. space and \( f, g \in Z \) with \( f, g \geq 0 \), then \( \|f - g\|_Z \geq \|f^* - g^*\|_Z \). So, for \( k \neq k' \), we have

\[
\|u_k - u_{k'}\|_{X(\Omega)} = \left\| (u_k - u_{k'})^* \right\|_X \geq \|u_k^* - u_{k'}^*\|_X
\]

\[
= \|Tf_k - Tf_{k'}\|_X \geq \varepsilon.
\]

This implies that \( j: W^1_0 Y(\Omega) \hookrightarrow X(\Omega) \) is noncompact.

To verify the Claim let \( f \in Y \) satisfy \( \|f\|_Y \leq 1 \) and \( f \geq 0 \). We follow the construction in the proof of Theorem 3.8 in \cite{11} to define a function \( u: \Omega \rightarrow \mathbb{R} \), supported in a ball \( B(x_0, R) \subset \Omega \), by \( u(x) := \int_{K|x-x_0|} f(t)^{-1/n'} dt \), for some constant \( K > 0 \). Then \( u \geq 0 \), \( u^* = Tf \) and \( \nabla u^* \) is a multiple of \( D_\alpha f^* \), for some \( \alpha > 0 \), where \( D_\alpha \) is the dilation operator corresponding to \( \alpha \). Since \( T \) maps \( L^1 \) into \( L^1 \) and \( L^\infty \) into \( L^\infty \) and \( Y \) is r.i., \( T \) maps \( Y \) into itself. So, \( u^* = Tf \in Y \) with \( \|u^*\|_Y = \|u^*\|_Y \leq \|T\| \|\cdot\|_Y \). Since \( Y \) is r.i. and \( D_\alpha \) maps \( Y \) into itself, we have \( D_\alpha f^* = (D_\alpha f)^* \in Y \) and so \( \nabla u^* \in Y \) with \( \|\nabla u^*\|_Y = \|\nabla u^*\|_Y \leq C \|D_\alpha\| \|\cdot\|_Y \). By a regularization argument, \( u \in W^1_0 Y(\Omega) \) and \( \|u\|_{W^1_0 Y(\Omega)} \leq M \).

**Theorem 4.2.** Let \( X \) be an r.i. space with \( t^{-1/n'} \varphi_\infty(t) \) decreasing. For \( \Theta(t) := t^{1/n} \varphi_\infty(t) \) the imbedding \( j: W^1_0 \Lambda_\Theta(\Omega) \hookrightarrow X(\Omega) \) is noncompact. Hence, also the Sobolev imbedding

\[
j: W^1_0 [T, X]^{\tau}(\Omega) \hookrightarrow X(\Omega)
\]

fails to be compact.

**Proof.** By Proposition \cite{3,6} \( T: \Lambda_\Theta \rightarrow X \) is noncompact. Remark \cite{2,1}b) shows that \( \Lambda_\Theta \subset [T, X]^{\tau} \). Applying Theorem \cite{4,1} we see that \( j: W^1_0 \Lambda_\Theta(\Omega) \hookrightarrow X(\Omega) \) is noncompact. Since \( \Lambda_\Theta \subset [T, X]^{\tau} \), the imbedding \( j: W^1_0 \Lambda_\Theta(\Omega) \hookrightarrow X(\Omega) \) factors through \( W^1_0 [T, X]^{\tau}(\Omega) \). Accordingly, \( j: W^1_0 [T, X]^{\tau}(\Omega) \hookrightarrow X(\Omega) \) is noncompact either.

**Remark 4.3.** (a) Theorem \cite{4,2} is also valid under the local condition on \( \varphi_\infty \) given in Remark \cite{3,3}a).

(b) For \( p = 1 \), the Rellich–Kondrachov theorem implies that \( W^1_0 L^1(\Omega) \hookrightarrow L^{n'}(\Omega) \) is noncompact. The largest r.i. space \( X \) to which Theorem \cite{4,2} applies is \( L^{n',\infty}([0, 1]) \). For this case, \( j: W^1_0 L^1(\Omega) \hookrightarrow L^{n',\infty}(\Omega) \) is noncompact (by Remark \cite{3,3}, with \( L^{n',\infty}(\Omega) \) being larger than \( L^n(\Omega) \).

(c) For \( X = L^p([0, 1]) \) with \( n' \leq p < \infty \) the Rellich–Kondrachov theorem implies that \( j: W^1_0 L^p(\Omega) \hookrightarrow L^p(\Omega) \) fails to be compact, where \( p_0 = np/(n + p) \). By Theorem \cite{4,2} j: \( W^1_0 L^{p_0}(\Omega) \hookrightarrow L^p(\Omega) \) is noncompact, with \( L^{p_0}(\Omega) \) being smaller than \( L^{p_0}(\Omega) \).

(d) For \( X = L^{p,\infty}([0, 1]) \) with \( n' < p < \infty \), Theorem \cite{4,2} and Example \cite{3,3} give that \( j: W^1_0 L^{p,\infty}(\Omega) \hookrightarrow L^{p,\infty}(\Omega) \) is noncompact, where \( p_0 = np/(n + p) \).

We now consider compactness of the imbedding \( j \).

**Theorem 4.4.** Let \( X \) be an r.i. space with \( \lim_{t \to 0^+} t^{-1/n'} \varphi_\infty(t) = 0 \). Then \( [T, X]^{\tau} = L^1([0, 1]) \), and we have compactness of the Sobolev imbedding

\[
j: W^1_0 L^1(\Omega) \hookrightarrow X(\Omega)
\]
Proof. Since \(\lim_{t\to 0^+} t^{-1/n'} \varphi_x(t) = 0\), Remark 3.10 shows that \(L^{n',1}([0,1]) \subset X\). So, \([T, X]^{\ast} = L^1([0,1])\) by Remark 3.5. Let \(B\) be the unit ball of \(W_0^1 L^1(\Omega)\). By a standard reduction argument it suffices to assume that \(B\) is the unit ball of \(C^1_0(\Omega)\), relative to the norm from \(W_0^1 L^1(\Omega)\). Then, as in the proof of the Rellich–Kondrachov theorem, an argument based on the Ascoli–Arzelá Theorem (e.g. [21], p. 62) shows that \(B\) is relatively compact in \(L^1(\Omega)\) hence, relatively compact in measure.

Since \([T, L^{n',1}] = L^1([0,1])\), we have \(j: W_0^1 L^1(\Omega) \hookrightarrow L^{n',1}(\Omega)\) is bounded. Hence, \(B\) is bounded in \(L^{n',1}(\Omega)\). Moreover, \(L^{n',1}(\Omega) \subset X(\Omega)\) implies that \(B\) is contained in \(X(\Omega)\). We claim \(B\) has equi–absolutely continuous norm in \(X(\Omega)\), that is, given \(\varepsilon > 0\) there exists \(\delta > 0\) such that if \(m(A) < \delta\), then \(\|f_{\chi A}\|_{X(\Omega)} < \varepsilon\) for every \(f \in B\). Since \(B\) is bounded in \(L^{n',1}(\Omega)\), it suffices to show that the unit ball of \(L^{n',1}(\Omega)\) has this property. So, let \(f \in L^{n',1}(\Omega)\) with \(\|f\|_{n',1} \leq 1\). Then

\[
\|f_{\chi A}\|_{X(\Omega)} \leq \|f_{\chi A}\|_{L^1}_{X(\Omega)} = \int_0^1 (f_{\chi A})^*(t) \varphi'_x(t) dt \\
\leq \int_0^1 f^*(t) \varphi'_x(t) dt \leq \|f\|_{n',1} \|\varphi'_x\chi_{[0,m(A)]}\|_{n,\infty} \\
\leq \sup_{0 < t \leq 1} \left( \varphi'_x \chi_{[0,m(A)]} \right)^*(t) t^{1/n} = \sup_{0 < t \leq m(A)} \varphi'_x(t) t^{1/n} \\
\leq \sup_{0 < t \leq m(A)} \varphi_x(t)t^{-1/n'},
\]

where the second inequality follows from \(\int_0^t (f_1 f_2)^* \leq \int_0^t f_1^* f_2^*\), valid for every \(0 \leq t \leq 1\), [4], p. 88, and from Hardy’s Lemma, [3] II.3.6, applicable since \(\varphi'_x\) is decreasing. The final inequality follows from \(\varphi'_x(t) \leq \varphi_x(t)/t\), since \(\varphi_x\) is quasiconcave. So, if \(m(A) \to 0\), then \(\|f_{\chi A}\|_{X(\Omega)} \to 0\) uniformly for \(f\) in the unit ball of \(L^{n',1}(\Omega)\).

Now, \(B\) is relatively compact in measure and has equi–absolutely continuous norm in \(X(\Omega)\). Adapting the proof in [16], Theorem 11.3 (written for Orlicz norms), we deduce that \(B\) is relatively compact in \(X(\Omega)\). Hence, \(j: W_0^1 L^1(\Omega) \hookrightarrow X(\Omega)\) is compact.

Remark 4.5. (a) Since \(L^1([0,1])\) is the largest possible r.i. space, under the condition of Theorem 4.3, we have compactness of the Sobolev imbedding \(j: W_0^1 Y(\Omega) \hookrightarrow X(\Omega)\) for every r.i. space \(Y\).

(b) For \(X = L^p([0,1])\) with \(1 \leq p < n'\), the Rellich–Kondrachov theorem gives compactness of \(j: W_0^1 L^1(\Omega) \hookrightarrow X(\Omega)\). This case is also included in Theorem 4.3 since \(t^{-1/n'} \varphi_x(t) = t^{(1/p)-(1/n')/n} \to 0\) as \(t \to 0^+\). Actually, if \(X\) is any r.i. space for which there exists \(1 \leq p < n'\) such that \(L^p([0,1]) \subset X\), then the Rellich–Kondrachov theorem also implies compactness of \(j: W_0^1 L^1(\Omega) \hookrightarrow X(\Omega)\). However, the Marcinkiewicz space \(X\) with fundamental function \(\varphi_x(t) = t^{1/n'} \log(e/t)\) is an example of an r.i. space to which Theorem 4.3 applies, yet \(L^p([0,1])\) is not contained in \(X\) for any \(1 \leq p < n'\).

(c) Donaldson and Trudinger studied compactness of the Sobolev imbedding \(W_0^1 L_B(\Omega) \hookrightarrow L_A(\Omega)\) where \(L_B\) and \(L_A\) are Orlicz spaces; see [9] and [1] Theorem 8.32. The case \(L_B = L^1([0,1])\) is a priori excluded \((L^1([0,1])\) is not an Orlicz space). However, the proof remains valid showing that \(j: W_0^1 L^1(\Omega) \hookrightarrow \)
$L_A(\Omega)$ is compact whenever $A(t)$ increases at infinity “more slowly” than $t^{n'/n}$; see [4] [§8.5]. This is equivalent to \( \lim_{x \to \infty} x^{1/n'/A^{-1}(x)} = 0 \), [4] [§8.5], that is, to \( \lim_{t \to 0^+} t^{-1/n'} \varphi_{L_A}(t) = 0 \) by [3] IV.8.17. This is precisely the condition of Theorem 4.4.

**Example 4.6.** Let $X$ be one of the Lorentz–Zygmund spaces $L^{p,q}(\log L)^{\alpha}$ of Example 3.11. It follows from that example and Theorem 4.2 that the imbedding $j: W_0^1 \to X(\Omega)$ is noncompact if either $p > n'$ or $p = n'$ and $\alpha \geq 0$, and from that example and Theorem 4.4 that $j$ is compact if either $p < n'$ or $p = n'$ and $\alpha < 0$.

Our final result (a consequence of Theorems 3.9 and 4.4) highlights, once again, the role of the kernel operator $T: [T, X]^{\alpha} \to X$.

**Theorem 4.7.** Let $X$ be an r.i. space for which $[T, X]^{\alpha} = L^1([0, 1])$. If $T: [T, X]^{\alpha} \to X$ is compact, then so is the Sobolev imbedding $j: W_0^1 \to X(\Omega)$.
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